
   

          

 
  

       
      

 
   

          
     

 
     

 

        

               
     

 
   Memory Hierarchy & Caches Worksheet 

Keep the most often-used data in a small, fast SRAM (often local 
to CPU chip). The reason this strategy works: LOCALITY. 

Locality of reference: Access to address X at time t implies that 
access to address X+ΔX at time t+Δt becomes more probable as 
ΔX and Δt approach zero. 

AMAT = HitTime + MissRatio * MissPenalty 

Example: 2-way set-associative cache, 8 sets, 4-word block size, write-back 

Replacement strategy choices: least-recently used (LRU); first in, first out (FIFO); random 
Write-policy choices: write-through, write-behind, write-back 
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