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Behavior of Gn,p for increasing p 

I ER graphs exhibit phase transitions 

⇒ Sharp transitions between behaviors as n →∞ 

ER connectivity theorem 
ln(n)I A threshold function for the connectivity of Gn,p(n) is p(n) = n 

ln(n)I Let p(n) = λ then n 

⇒ If λ < 1 ⇒ P(connected) → 0 as n →∞ 

⇒ If λ > 1 ⇒ P(connected) → 1 as n →∞ 
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Threshold for Connectivity 

I To show disconnectedness, it is sufficient to show that the 
probability that there exists at least one isolated node goes to 1. 

◦ Let Ii be a Bernoulli random variable defined as � 
1 if node i is isolated,

Ii = 
0 otherwise. 

◦ We can write the probability that an individual node is isolated as 

−pn −λ log(n) −λ q = P(Ii = 1) = (1 − p)n−1 ≈ e = e = n , � �n 
1 − a −awhere we use limn→∞ = e to get the approximation. nPn◦ Let X = i=1 Ii denote the total number of isolated nodes. Then, 

we have 
−λE[X ] = n · n . 
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Sketch of the Proof 

◦ For λ < 1, we have E[X ] →∞. We want to show that this implies 
P(X = 0) → 0. 

◦ In general, this is not true. But, here it holds. 

◦ We can show that the variance of X is of the same order as its mean: 

var(X ) ∼ E[X ], 

a(n)where a(n) ∼ b(n) denotes → 1 as n →∞.b(n) 

◦ This implies that 

E[X ] ∼ var(X ) ≥ (0 − E[X ])2P(X = 0), 

and therefore, 

E[X ] 1
P(X = 0) ≤ = → 0.

E[X ]2 E[X ] 

◦ It follows that P(at least one isolated node) → 1 and therefore, 
P(disconnected) → 1 as n →∞, completing the proof. 
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► If p(n) = >. log~n) with >. > 1, then JP>{disconnected)---+ 0. 

o E[X] = n1-,\ ---+ 0 for >. > 1. Almost surely no isolated node . 

o We need more to establ ish connect ivity. 

o The event "graph is disconnected " is equivalent to the existence of k 
nodes without an edge to the remaining nodes , for some k :S n/ 2. 

o We have 

JP>( {1 , .. . , k} not connected to the rest)= {1 - pt<n - k) => 

JP>{:3 k nodes not connected to the rest)= ( z) {1 - p)k(n-k) => 

JP>( d isconnected graph) :S ~ ( z) {1 - p t<n-k). 

o bounding RHS and some algebraic manipulation yields 

JP>{disconnected graph) :S Cn- 1+-" ,\_?/ 0. 

□ 

lllii 
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Phase Transitions — Connectivity Threshold 

Jackson, Matthew O. Social and Economic Networks. Princeton University Press, 2010. © Princeton University Press. All rights reserved. 
This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/. 

Figure: Emergence of connectedness: a random network on 50 nodes with 
p = 0.10. 
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    Phase Transitions — Giant Component 

ER giant component theorem 
I A threshold function for the emergence of a giant component in 

Gn,p(n) is p(n) = 1 
n 

I Let p(n) = λ then n 

⇒ If λ < 1 ⇒ Size of largest component ∼ ln(n) as n → ∞ 

⇒ If λ > 1 ⇒ Size of largest component ∼ n as n → ∞ 

I In fact, the size of giant component satisfies 

−λq1 − q = e 
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Giant Component Size 

I q: giant component size, the probability of a randomly chosen node 
is in giant component 

I Consider a vertex not in the giant component: For every other 
vertex j either 

I i is not connected to j by an edge, or 
I i is connected to j but j is not in the giant component. 

I This gives 

1 − q = (1 − p + p(1 − q))n−1 = (1 − pq)n−1 , 

−p(n−1)q ∼ e−λqRHS can be approximated as e when n →∞. 
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Giant Component Size 

I q = 0 is always a solution of 1 − q = e−λq . 
I looking at the derivative of both sides at q = 0, we can show the 

existence of a nonzero solution if and only if λ > 1. 

Newman, M.E.J. Networks: An Introduction. Oxford University Press, 2010. © Oxford University Press. All rights reserved. This 
content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/. 
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